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Abstract--Using a smog-chamber-validated computer model for the photochemical kinetics of 
C,H,/NC),, systems, it is shown that by proper choice of reactant concentrations and light in- 
tensities, the reaction rates can be sufficiently accelerated to yield .ozonc formation times of 30 s 
or less. These conditions permit study of photochemical smog formation in wind-tunnel-sim- 
ulated atmospheric boundary layers with turbulent-mean Row velocities of l/3 m s- 1 over test sec- 
tions t0 m long. Advantages and limitations of this technique for studying inhomogeneous mixing 
in reacting flows, the influence of complex topography and temperature inversions. and validation 
studies of urban air pollution dispersion models, are discussed in some detail. The method is par- 
ticularly attractive for fundamental studies of nonlinear interactions in chemically reacting turbu- 
lent shear flows under controlled conditions unobtainable in real atmospheres. A specific exper- 
iment is proposed wherein C,H,,/NO, mixtures are injected into a wind tunnel boundary layer 
in a test section irradiated by NO,-photolyzing ultraviolet lamps which drive the smog-forming 
reactions. 

INTRODI!CTION 

Since it was first detected in Southern California over 30 y ago, photochemical smog--a 
condition associated with sunlight-induced chemical reactions of hydrocarbon (HC) and 
nitrogen oxide (NO, = NO + NOz) emissions, primarily from automobiles-has become 
increasingly important from the standpoint of pollution control. Not only are HC and 
NO, recognized pollutants in themselves (Air Quality Criterirr fur ~~~~~c~~~~~s, 1970; Air 
Quulity Criteria.fir Nitrogen Oxides, 1971) but the photochemical oxidants formed in the 
atmosphere by their reactions, particularly ozone (0,) and peroxyacetyl nitrates (PAN), 
are also noxious (Air Quality Criteriafor Ph~tochrmical Oxidants, 1970). Furthermore, as 
aerometric data for these species has accrued----for example, from the Continuous Air 
Monitoring Project (CAMP) of the U.S. Environmental Protection Agency (Larson, 
1971~it has become abundantly clear that photochemical oxidants are not confined to 
the Los Angeles Basin, but are present in significant concentrations over other major cities 
which rely on the automobile for transportation. 



Clearly, air chemistry plays a major role in determining ambient Icvei~ 01 Hc‘. NO, and 
photochemical oxidants. but to understand the relationship between the distribution 01 
these pollutants over a highway, a power plant or an entire city, and the distribution ol 
their emission sources. it is necessary to also account for advective transport and tL~l.l~Lllcnt 
mixing in the atmospheric boundary layer. Thus far. the co~plbz~/ of ail these proces~cs has 

been studied only theoretically using computer models of the reacting flow of pollutants 
over cities (or parts of cities) subject to prescribed solar flux. meteorology and source cmie 
sion distributions (Lamb and Seinfeld. 1973; Hoffcrt, 1972; Eschenroeder a~xl Martinet. 

1972; Seinfeld CT iii., 1972). Generally speaking, these models are ~~~~~~roxirn~~te solutions 
to the time-dependent conservation of mass equations for ml~iticornponc~~t gas mixtures 
in a turbulent field, where the chemical source terms in these equations arc checked indc- 

pendentiy in the uhsc~~~e of fluid dynamic effects against time-histories of Hc’, NO. NO?. 
0, and PAN observed in laboratory smog chambers: the phiiosoph! hcing that thcsc 
kinetic schemes can be combined with transport processes later. in modcis \\hich. suitahi! 
“tuned”. will replicate poiiLltion concentr~~tion fields over actual urban regions. In princi- 
pie, such validated dispersion models could serve as valuable tools in ztssessing the ctiit- 

comes of alternate pollution control strategies, in devising rational air monitoring ~!stems. 

in land use studies and highway planning, and in cost,/benctit optimization 
It has unfortunately proven difficult and expensive to vaiidatc photochemical smog dis- 

persion models for several reasons: First, there is the prohlcm that the chctrnicnl kinetic 

schemes are conlputation~ily culnberson~e even in the cast of ;I ~inglc rcactivc h~dro- 
carbon whereas urban atmospheres typically contain mixtures of large numbers of hydra- 
carbons, each of which differs in the details of its photooxidation. This has icd to a numbcl 

of approximations associated with the chemistry of real polluted air which arc diticuit to 
check even in the absence of transport. Secondly. transport proccsscs in urban atmos- 

pheres proceed under conditions of complex topography and tvind iioids lshich arc’ ofton 
chaotic over spatial resolution scales required for modeiling. Finally, there are ullccr~liil- 

ties as to the proper form of the chemical source terms in a turbulent f?on- firid which have 
been touched on theoretically (Donaldson and Hilst, 1973: Lamb. 1’97.1) hut remain unrc- 
solved for lack of experimental confirmation. The result is that when model predictions 
are compared with field observations from air monitoring networks. it is not clear \vhat 

factors the differences can be ~~ttribLlted to. In turn. this renders the tuning Phiise of modci 
development a largely empirical art and necessarily compromises the overall conlidencc 

level of the model. 
WC wish to propose an experimental approach to the study of photochemical smog in 

atmospheric boundary layers which we believe could resolve some of these dii%cuitics. The 
basic idea is to generate photochemical smog species in the turbuicnt shear layer over ;I 

wind tunnel test section irradiated by U.V. light, and to meawrc their distributions with 
suitable instrumentation. This paper deals with the feasibility and applicability of such t’x- 

periments. 

FLl_llD DYNAMIC SIMILITIJDt- 

For chemically iner’t pollutants. wind-tunnel scale modeiling of dispcrsai patterns from 

isolated and distributed emission sources is a well-established simulation technique. par- 
ticularly effective when topography and/or urban roughness effects (difficult or impossihic 
to capture in purely computational models) exert an important influence on the flow lieid 
(Cermak, 1971; Sundaram et al., 1972; Hoydysh and Ogawa, 1972a. 1972b). The successful 
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scaling of such experiments to determine the velocity, temperature and concentration fields 

over real power plants, highways, urban complexes, etc. derives from the formal analogy 
which exists between laboratory-scale boundary layers and full-scale atmospheric surface 

layers when certain fluid dynamic sinzilarity parameters are matched for the two flows. Un- 
der the proper conditions, the laboratory experiment serves as a kind of analog computer 
replicating the real flow field in a scaled-down, but controlable, manner. 

For layers of thickness 6, mean velocity uO and mean temperature TO, containing air of 
density p, kinematic viscosity v, thermal conductivity k and constant-pressure specific heat 

C,, these similarity parameters-derivable from nondimensionalized forms of the bound- 
ary-layer momentum, energy and mass conservation equations (Snyder, 1972tinclude 
the Reynolds number Re s u,,6/v, the Prandtl number Pv z v/r< and the Schmidt number 
Sci E r/Dij when molecular transports are important. where K = k/(pC,) is the thermal dif- 

fusivity, and Dij is the binary diffusion coefficient between species i and ,j; the Rossby 
number 

Ro = u,/(SQ) 

when Coriolis forces are important, where Q is the angular velocity; and the Richardson 
number 

Ri = y (aT/‘az) y6AT 

T (&/Sz)’ - u;T,, 

when thermal stratification or huoyarzcy forces are important, where y is the gravitational 

acceleration, au/& z u,/6 is the vertical shear, AT is the temperature difference across the 
layer and aT/az 1: AT/6 is the temperature gradient (in the atmospheric boundary layer 
this is replaced by the potential temperature gradient, ?O/r’z = 8T/i3z + r, where r = 
-y/C, 2r -9.8 “C km- ’ is the adiabatic lapse rate-note also that nearly all atmospheric 
boundary-layer theories embody the Boussinesq approximation: AT/T, G 1). In simula- 
tions of buoyant plume rise, the Froude number Fr = Rl ‘_ 1:2 is often used as an alternate 
stratification parameter. 

Generally speaking, the atmospheric boundary layer is in a state of turbulent motion 
wherein the velocity vector, the temperature and the concentration of a generic (ith) chemi- 
cal specie are expressible as U = (u, v, w) = (ii + u’,V + u’. E + w’), T = r + T’ and Xi = 
xi + Xi’, where the overbar denotes the turbulent-mean and the “prime” denotes the in- 
stantaneous fluctuation about the mean, as indicated. Typically, a turbulent boundary 
layer is created in wind-tunnel simulations by operating at Reynolds numbers high enough 
to induce transition (with the aid of a trip mechanism if necessary). In turbulent flow, the 
diffusion or mixing of mass, momentum and energy is accomplished by turbulent eddies 
which are far more effective in redistributing these quantities than molecular diffusion. 
Furthermore, the energy-containing eddies characteristically have length scales over which 
laminar viscosity is not a factor (see later discussion). Accordingly, under post-transition, 
“mature turbulence” conditions the flow field becomes Reynolds-number-independent 
(Snyder, 1972). and momentum, for example, is exchanged in the vertical direction by the 
turbulent eddy viscosity 

(1) 

which is usually much greater than the kinematic (molecular) viscosity v in both wind- 
tunnel and geophysical boundary layers. The transports of sensible heat and species mass 



are also enhanced in a similar way, a feature which is generally charactcrired by taking 
the tuvhulent Prandtl and Schmidt numbers 

of order or equal to unity. 
It is not possible to simulate finite Rossby number C’oriolis ct’fects in conventional ivind 

tunnels (these can be modelled to some extent in rotating tank or so-called “dishpan” 
experiments). Fortunately. this is not an important constraint in the present context 
because the constant-flux or Monin Obukov surface taycr. extending some IO 100 m 
upwards from the surface in the rcai atmosphere (but below the Ekman taycr part of the 
planetary boundary layer where Coriolis forces play ;I role). is a region where HC and 

NO, emissions exist in high enough concentrations to form appreciable smog layers. This 
layer. characterized b) ;I constant turhutent flu\ of nmnentum c\prexsed ;I:, the friction 
velocity II* = (-L/‘\\‘)’ ’ and ;I constant tlux of scnsiblc heat !I z ,X.,,(TW’I. both in the 

vertical direction. can, m fact. be simulated rattler welt in a wind tunnel. While the planc- 
tary boundary layer. of the order of 1 km thick. is often capped by an elevated temperature 
inversion. the turbulent region below including the surface layer part exists in varying 
states ofthermal stratification. For the neutrall\ stable (Ki =: 0) case the heat flux vanishes 
and the surface layer eddy viscosit), takes the form 

t _ c,,*_. 

where c 1 0.4 is von Karman’s constant and : is the bcrtical coordinate. Substituting this 
into (1) and integrating gives the familiar logarithmic Irrn, c?f’thc r~u/l for the turbulent-mean 

velocity profile. 

II(:) = (l&G)ln(:, z,~). 

where z0 is the height of an aerodynamic roughness elcmcnt associated with surface topo- 

graphy. Strictly speaking, in order to properly scale topography effects on the surface layci 
it is necessary to match the ratio ro.‘d (Jensen, 19%). 

The degree of thermal stratification and therefore the stability of the constant-flux SLII-- 

face layer is characterized by the Monin--0bukhov length scale L = -~*~pC’~,T.(~~\tf) 
which can, in turn, be related to the Richardson number (see. e.g. Hoffcrt, 1972). The Pas- 
quill stability classes commonly used to correlate stratification effects in air pollution dis- 
persion problems correspond to Richardson numbers #(, I = 2 m in the range of Ki = 

- I .O(L = - 3 m) for extremely unstable conditions to Ki = 0. I I (I, = 15 m) for moderately 
stable conditions. Cermak (1971) has shown thal Richardson numbers in the range 
-0.5 5 Ri 5 0.5 are readily obtainable in wind tunnel simulations. This is sufficient for 

reproducing most of the conditions commonly encountered in urban atmospheres. For the 
general case of non-neutrally-stratified atmospheres. the surface-taqcr profiles of turbulent- 
mean velocity and temperature are given by (Monin and Yaglom. 197 1). 

where To = T(z,) is the temperature w z = z,,. 7‘” = ~~ If .:( pC‘&* ) is a reference tempera- 

ture and $ is a universal function of the vertical coordinate normalized to the Monin 
Obukov length (again. for applications to the atmospheric surface layer, the temperature 
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is replaced by the potential tmperature 0 F T( 1000/p)R’cp where p is the pressure in mbars 
and R is the gas constant for air). There is ample evidence that boundary layers satisfying 
the profile laws of (2a and b) can be generated on laboratory scales (Cermak, 1971; Sun- 
daram, 1972; Counihan, 1973 J Cook, 1973). 

The distribution of energy in turbulent fluctuations over the spectrum of eddy scale sizes 
---or their reciprocals expressed as wavenumbers K-is another factor which must be 
assessed in scaling the atmospheric boundary layer. Over the equilibrium range of turbu- 
lence, the cascading of energy from the mean shear flow to turbulent fluctuations at higher 
~~a~~ellurnbers can depend only on the viscous dissipation rate per unit mass of order 
E - ~$6 and the kinematic viscosity v (Tennekes and Lumley, 1972). The one-dimensional 
power spectrum of, say, longitudinal velocity fluctuations f‘(K) which has the units of 
length, can, following the dimensional arguments of Kolomogorov (1941), be expressed in 
the normalized form 

where u = (vE)~!~ and y = (v~/E)“~ are the Kolomogorov velocity and length scales, re- 
spectively. Over the inertial subrange of the turbulent spectrum-strictly speaking, only 
when K6 + r,, Ky -+ 0 and Re-+ =-the decay law # -- (Kq)- 5’3 was predicted by 
Kolomogorov. Cermak( 1971) showed that longitudinal spectra obtained in both wind tun- 
nel and geophysical flows exhibit this scaling and possess a very nearly - 5/3 power decay 
law in the range 10-j < Ky < 10-l. A wavenumber normalization by 6 should also exhi- 
bit a (K6)- 5’3 law [or a (K6)-2’3 law iff(K) is multiplied by K6] over the inertial subrange 
but here the point at which the spectrum departs from this behavior because of molecular- 
scale diffusion (i.e. at the beginning of the viscous dissipation range) depends, in principle, 
on the ReynoIds number. But Sundaram et al. (1972) considering measured power spectra 
in both longitudinal and vertical directions with essentially this type of normalization 
found that atmospheric and wind tunnel-simulated surface layers have indistinguishable 
spectral properties over the range 10P2 5 K6 < 10 where most of the energy is concen- 
trated. This happens despite the Reynolds number differences because the Reynolds 
number in both cases is su~cientiy high to render the viscous subrange relatively unimpor- 
tant. These are important results because they imply spectral as well as bulk transport 
similitude and lend further credence to wind tunnel simulations of turbulence effects in 
rvuctiny atmospheric flows. 

PHOTOCHEMICAL SIMILITUDE 

For applications to the proposed wind tunnel studies of ~~~~~c~~~~c~~~~ ~e~cti~ surface 
layers, all of the foregoing fluid dynamic similarity requirements apply, but additional con- 
straints are imposed by the chemistry; namely, that reaction times must be comparable 
to test-section residence times and that the concentration fields generated over the test sec- 
tion should, in some meaningful sense, be scalable to real atmospheric conditions. In this 
section we discuss these requirements and the feasibility of satisfying or approximating 
them for photochemical smog reacting systems. 

To make the analysis more concrete, consider the wind-tunnel generation of photoche- 
mica1 smog in an approximately two-dimensional (transversely homogeneous) turbulent 
shear layer by slot injection of an HC/NO, mixture near the inlet, from the lower surface, 
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and perpendicular to the axis. .\-. of a test section irradiated by artihcial (simulated solar) 

ultraviolet light sources (Fig. I ). This set-up could. for example. represent smog formation 
from a highway in a crossvvind. Lndcr steady-state conditions, the turbulent-mean con- 
centration field in this simulated surface layer is described by 

where ,qi = ALi.,, + .?,., is the chemical source term for species i. ~‘ii,,, being the contribu- 

tion from photolytic and <ci,, the concentration from collisional chemical reactions. The 
chemical source term for species i :I function of the light intensity and the concentrations 

of other (,jth) species is worth examining in greater detail in the context of the present 

problem. 
In a general photodissociation reaction. 

1, + /II,-+ products: /. < i,. 

the concentration of species i is destroyed at a rate 

,C ,,,, = ~ .I;.\ /. 

where the unimolecular photolysis rate J, is cxpressiblc as 

(4) 

~vhcrc ; iy the vvavclcngth of light in A (I :I -:~ IO I” 117 i, is a cut-otf wo\~clength above 

which light is insufhciently energetic to dissociate species i). 1, is the light intensity at wave- 
length 7. in M/rm~‘-~ ‘. (T,, is the photodissociation cross-section in rn’ and Q/i is the 

quantum yield (dimensionless) of species i at wavelength i, di is the differential wavelength 
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in m. h = 6.625 x lo- 34 J-s is Plan&s constant and c = 3.00 x 10' m S- ' is the velocity 
of light in ZXICUU. Accordingly, Ji in (5) has the dimensions of s- ’ although it is often given 
in the air pollution literature in min- 1 (note that 1 W/J = s- ‘1. For nitrogen dioxide 
(NO,+by far the most photochemi~ally active substance in smog via the NC& + 
II\‘-+ NO + 0 reaction and the key to the entire process of hydrocarbon photooxidation 
-Leighton (1961) quotes a value of JNOz zz 0.33 min- ’ at a solar zenith angle of 45” over 
the U.V. absorption band 2900 I J. I 3850 A. In this regime CT~,~~, is of the order lO_“’ 

In2 and @j.,Vo, (the ratio of photons absorbed to NO or O-atom par&es produced) is very 
nearly unity. 

In laboratory smog chambers, there is usually some effort made to select a light source 
which approximates the U.V. solar spectrum and matches the sunlight-induced values of 
the NO? photolysis rate. For example, we have in Fig. 2 compared the normalized photon 
Rux 

in the range 3000 s i, < 4200 A, where I, = for, dR, of a ~uorescent bulb commonly used 
in smog chamber work-i.e. GE F40 BLB, computed from published spectral properties 
of this light source (Black Light, 1971)-with the solar U.V. photon flux distribution in the 
lower atmosphere estimated by Leighton (1961) at a solar zenith angle of 40”. For normali- 
zation purposes we have taken 1, = 100 W-mw2, about 7 per cent of the solar constant 
S,, 1 1400W-m-2, as a characteristic integrated solar radiation intensity over this range. 
This bulb emits primarily in the U.V. at a characteristic wavelength of 

Also, it is known from many previous studies (e.g. Dodge and Bufalini, 1972) that arrays 
of GE F40 BLB lamps can easily generate photolysis rates JNOz in the range of 0.35-0.50 
min- ’ in irradiated smog chambers, a good approximation to values generated by the 
midday sun. 

It follows from (5.6 and 7) that unimolecular photolysis rates scale linearly with I,, that 
is 

Ji = a,&) (8) 

where ai z (hc)-“fSiF(d)tr,iatj.i d/Z 2: I*(cri~i)/(hc) in m*- W-‘-s- * is approximately con- 
stant for each specie, given approximate spectral similarity in F(J) of the light sources. This 
means that commercially available high-intensity mercury lamps such as GE HI 000 A36- 
1.5 which occupy surface areas comparable to the GE F40 BLB fluorescent bulb but emit 
about an order of magnitude more energy I, (Black Light, 1971), primarily in the 3200- 
4000 8, band, should, in principle, permit laboratory experiments with NO, photolysis 
rates as high as 3.5-5.0 min- ‘.t A s we shall see, the possibility of increasing photolysis 
rates by a factor of ten above typical smog chamber values has important implications 
for ~vind-tunnel sim~~lations of photochemicalIy reacting turbuIent surface layers. 

t But note that high-intensity mercury Lamps emit relatively more radiation Mow 3200 %, than what penetrates 
to the lower atmosphere. This could lead to relative overproduction of such species as O(‘D) by O2 + 
/w-+O(‘D) + O(“P).E, i_< lEO&andO, + his- O(‘I)) + O?(‘A), i, 5 3 IO0 A (Marvin rt al., 1973). To compen- 
sate. filters to remove short wavelengths below 3200 A can be employed in a laboratory experiment. 
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Besides unimolecular photolysis reactions. the photochemical smog kinetic sj’stern in- 
volves both two-body (Ai + -4, -+ products) and three-body (A, + ‘-1 I + -lh + products) 
collisional reactions. All three types can bc written in the general form: 

\ \ 

where subscript I’ denotes an individual chemical reaction in ;I sqstcm of .W reactions. .\ 
is the total number of species participating in the system. .\il-’ and .\,,.” arc stoichiometric 
coeticients of species i as ;I reactant and as a product respecti\,elq in reaction I’ and I;,. is 

the reaction rate. temperature-dependent for collisional reactions [LV = I<,(r)] and light- 
intensity-dependent for photolytic reactions [LV = .I,. / I,,]. (In the surhlcc layer and in 
smog chambers temperature variations are sufficiently small to justify taking k,. as con- 
stants evaluated at. sa!. T = 75 C‘.) Summing over all reactions .!I. the chemical source 

term for species i is given by the lirr\, c!f IIIUSS U(‘I~OIL 

Now. in order to explore the scaling properties of the smog reactions. we consider a 
“nonequilibrium streamline” of constant velocity 3 in the surface layer of Fig. I. To a first 
approximation (neglecting vertical diffusion). the concentration variations of species i 
along this streamline are from (3 and 9) governed bq 

( IO) 

where 1 = .\-.‘ii is the reaction timo in the u.c..-irradiated test section subsequent to in,iection 
of the HC/NO,;‘NO, mixture through a slot near the inlet. .-l ,fl~irl /~urtic,/o. morir~~q trlorq 

the stwundine at wlocit)* ii, r~\-pc~ric~i~c~~s 0 locrrl c’rlr,ir.orlrilcnt ot rli,stonw x = iit c~ntiw/~~ C~IILI- 
lo~qous lo that of‘u pmtide ut tirl7c t irl 0 .sttrtic ,SI~IO~~ ~~IIu~~~L~I~ \t-it/l tiw 5i11w iuitid corditio~l.~ 
Xi(O) clrd tlw SLUJ~J lkgclht intcrlsit>, I,,. To cxprcss the right-hand-side of (lo), it is necessary 
to define a specific set of photochemical smog reactions governing 0, and PAN formation 
in irradiated HC/NO,!NO, mixtures. A number of such schemes have been proposed rune- 
ing from the detailed step-by-step mechanisms of Westberg and Cohen (1970) and Niki 
et ~rl. (1972) to the “lumped-parameter” rcprosentations of Eschenroeder and Martinc;l 

(1972) and Hecht and Seinfeld ( 1971). In the lumped-parametor- schemes. organic radical 
reaction chains arc represented as individual reactions which presumably reproduce the 
kinetic effect of the entire chain. This has the advantage of leading to more compact sys- 
tems of differential equations and permits ;I fairly simple treatment of hydrocarbon mix- 
tures. For our present purposes Eve adopt the Hecht Seinfeld kinetic model because of its 
compactness. and because it has been extensively checked against smog chamber data fat 
various hydrocarbons including propylene (or propenc. C3Hh). isobutylene. rl-butane. pro- 
pylene/n-butane mixtures: and. more recently (Hecht. 1972). tolulene, tolulene;butane. 
propyleneiethane and real automobile exhaust. 

The Hecht-Seinfeld (1972) smog model involves 13 variable species: the primary I’(‘(/(‘- 

tmts, nitric oxide (NO). nitrogen dioxide (NO?) and ;I lumped reactive hydrocarbon (H<‘); 
the intrrrnrdiutes. nitrogen trioxidc (NO,). atomic oxygen (0). hydroxyl (Ofi) and hydro- 
peroxyl (HO6) radicals, and a lumped organic radical (ROi)) of the peroxyalkyl or perox- 
yacyl f;tmily ; and the photochemical smog ~~r~~duc~t,s. ozone (0,). pcroxyacctyl nitrates 
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uv fluorescent 
bulb GE F40 BLB 
(Black Liqht,l971) 

-----Actinic irradiance 
m the lower afmos~r~ 

at ~=~“(~~ghton,~~i); 
\=lOOw ni’ 

3000 3200 3400 3600 3600 4000 4200 

Wavele~g~, X, d 

Fig. 2. Ultraviolet spectrum of norm~~li~ed photon flus: The spectral properties of a. light source 
commonly used in smog chamber experiments is compared with the estimated solar spectrum 

transmitted to the surface layer between 3000-4200 a. 

(PAN), nitrous (HNO*) and nitric (HNCLJ acid, and aldehydes (RCHO). Molecular 
oxygen (0,) and “air” (M = N, + 0,) do, and water vapor (H20) and carbon monoxide 
(CO) can. also participate; the concentrations of these four constituents, when present, are 
presumed high enough to justify taking them as sensibly constant. The evolution of smog 
is described in this model by a set of 15 chemical reactions reproduced here in Table 1 
in which the foregoing species are active, where reactions (1 and 7) are photolytic and the 
rest are collisional. The characterization of organic radical reaction chains by individual 
reactions leads to the “effective” stoi~hiometric ~oe~~i~nts CI, 0, ;I. 6, E and 0 appearing 
on the right-hand-sides of reactions (11-14) in this tabulation; these coefficients, as well 
as the rates of reactions (I l-13) depend on the particular hydrocarbon or hydrocarbon 
mixture (HC) being modelled. Applying equation (10) to the reacting system of Table I 
leads to the set of 13 differential equations-one for each variable species-------given in Table 

For the present study, we have developed and coded a numerics integration scheme 
for the GISS TBM 360/95 computer which among other things solves the Table 2 system 
of differential equations for the time-dependent concentrations of the variable species Xi(t) 
starting from a prescribed initial state Xi(O). [For a discussion of computational problems 
associated with this type of system-namely, simultaneous, “stiff’ differential equations 
arising from disparate reaction times for the different species-see Gelinas (1972) and 
Eschenroeder and Martinez (1972).] Running times of this program were speeded-up by 
putting certain species in quasistationary states and solving for them algebraically. This 
is not done a priori. but only when right-hand-side terms are individually large but their 
difTerence, i.e. the derivative itself, is small; this condition is tested-for by the program at 



1c3- 
-- 

r I r-, I IC, * 
-_-- 



Photochemically reacting atmospheric boundary layers 43 

Table 2. Chemical source terms 2, = %,(X ,. , X,) (ppm-min- ‘) 

4 
5 
6 

x 
9 

IO 
II 
11 
1 3 

d[NO]:dr = J,[NO,] - kj[O,JINO] - k,[NOJ[NO,][H20] + JT[HNOZ] 
-~~~[HO~][NO] - k~~[ROO][NO] 

d[NO,]:dt = -J,[NO,] + k,[O,][NO] - k,[O,][NOZ] - k~[NO,~][NO~][H~~] 
-k,[NO][N02][H20] + k,[HO01[NO] - k,,,[HOO][NOJ 
+k,,[RO@J[NO] - h,5[R0@[NOz] 

d[H(‘];dr = -h, ,[HC][O] - k,,[HC][O,] - k,,[HC][Oil] 
d[O,]/dt = kzlO][O~l[M] - h,[O,lCNOl - k,[O,llNOzl - ~,2[HCIIO,I 
d[O],‘dt = J,[NOJ - k,[O][O,J[M] - k,l[HC][O] 

d[NO,]:dt = k,[O,][NO,J - k~[NO~][NO~][H~O] 
d[Ol$,dr = JT[HN02] - ~~~[~O][O~]LO~] + k‘,[HO~][NO] - k,~[H~][O~] 

+ 0k,,[RO@[NO] 
d[HOC)]/dr = k,[CO][Ori][Oz] - k,[H06][NO] - k,,[HO~][NO,] 
d[RO@;df = r!i,,[HC][O] + ~lk,,[HC][O,] + cjk,,[HC][Ofi] - k,,[RO@[NO] 

-k,;[RO~][N02] 
d(HNO,]:dt = 2h,,[NO][N02][HZO] - J7[HNO:] + k,,,[HO6J[NOz] 
d[HNO,]:dr = 2h,[NO,][NO,][H,O] 
d[RC‘HC)]:dt = ;%, ,[HC][O,] + ~k~~[H~][O~] 

d[PANj:dr = X, ,[ROb]rNO,] 

appropriate computational steps. Ideally we would like to use the computer model to show 
that by varying controllable factors such as light intensity I, and initial reactant con- 
centrations Xi(O) it is possible to generate smog distributions along nonequilibrium wind- 
tunnel tLlrbL]ient shear iayer streamlines which are scaled versions of those in smog 
chambers and urban atmospheres. 

Because the photochemical smog system is a combination of unimolecular, bimolecular 
and termolecular reactions which (as a result of the “constant” species Oz, M, Hz0 and 
CO) acts as a combination of effectively first- and second-order reactions it is not obvious 
that this system obeys a simple scaling law which collapses the distributions at different 
values of I,, and X,(O) to a single curve. But we found from numerical experiments with 
the computer model and starting from a smog-chamber-validated (HC = propylene) distri- 
bution discussed by Hecht and Seinfeld (I 972) that an approsirnutr scaling law of this type 
does, in fact, exist. At the reference conditions, the initial concentrations are X&,(O) = 
1.612 ppm. Xco2(0) = 0.088 ppm and X$(O) = 3.29 ppm for the primary reactants, the 

initial concentr~ttions of the other variable species is zero, the relative humidity is P = 0.7 
(see Table I) and Xc, = 0. For these conditions and the rate coefficients of Table 1 we 
computed time-dependent distributions of NO, NO?, HC and O3 practically indis- 
tinguishable from those given in Hecht and Seinfeld (1972), despite some differences in the 
numerical integration schemes. 

Smog chamber experiments typically exhibit initial ~neu~fft~~iz regimes beginning im- 
mediately after the u.v. lights are turned on wherein NO is first converted into NO,, fol- 
lowed by o=onr7for.tnutiou1 regimes beginning shortly after the incubation time 5 at which 
NOz reaches its maximum concentration. For concentration levels and light intensities 
commonly used in smog chambers the incubation time for HC = propylene is of the order 
of I h (z* 2 70 min for the Hecht-Seinfeld reference condition). To study the scaling 
properties of smog, we normalized the reaction time by the incubation time z and norma- 
lized all concentrations by the initial nitric oxide concentration X,,(O). For the reference 
conditions the computed distributions of NO, NO?, HC and 03, so-normalized, are ilius- 
trated by the solid curves in Fig. 3. Significantly, we found that scaling J1, J,, X,,(O), 
Xvol(0) and X,,(O) up by a factor of ten resulted in ~zormalixd distributions very nearly 
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coincident with those of the reference conditions. ~1s shown hq. the dashed curves in F‘ig. 
i: although here. the peak occurred at r 1 1 min. We must note that this scaling appears. 
at present. to bc only approximate and that further theoretical and experimental work is 
needed to establish scaling regimes more rigorously: the indications art that incubation 

and alone-formation regimes may scale in slightly different ways.+ Nonetheless. these 
results are of great iIn~~~~rt~i~~~ in the present context because they suggest that ozone for- 
mation times can bc reduced to the order of one minute while preserving very nearly the 

same distribution found in smog chambers simply by increasing initial primary reactant 
concentrations and light intensities by an order of magnitude. This should be within the 
state of the art (see prior discussion). 

In wind-tunnel simulations. fluid particle rcsidcncc times arc detcrmincd by the mini- 
mum frecstrcam velocity required for ~1 tReynoIds-number-illdependent) tur~~~ll~nt shcal 
1:t\cr. roughi) II,, ’ I 3 m s ’ I - I ft 5 ’ k. and the nominal tat-section length. sa\ I, . Ii) 
l-l-l. so that z, = ,Lu,, x 0.5 tnin is ;I rcasonablo value. To f’orm ozone within this test scctlon 

tquircs formation time:, of the same order but about a f&ctor of tbvo fastel- th;ln that of (11~ 
scaleddistribution inFig.3.Thisadditionalaccclcratiunofthechemistrycal~ beaccomplished 

in several ways: by raising I,,, by using a more reactive hydrocarbon such as rrtr,wZ-butcnc 
(Eschenroeder and Martinez. 1972). or by increasing the initial ~~~I~~~ntr~lti~~n ratio of 
nitrogen dioxide to nitric oxide .ii ruol(0); X.JO). As suggested by the computer sensitivity 
studies of Niki c’t trl. (1972). the latter tends to shorten the incubation time so that o/one 
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Fig. 4. Computed photochemical smog species along a nonequilibrium boundary-layer streamline 
(neglecting diffusion) for J1 = 3.7 min-‘. J, = 5 x 10-2 (I, = 10 X I$), XhO(0) = X,,,(O) = 
16.12 and X,&O) = 32.9 ppm. Note the formation of most of the ozone over the first 10 m, the 

nominal length of the wind tunnel test section in the proposed expel-irne~lt. 

is formed earlier. In Fig. 4. we show the results of a computer sirnu~at~o~ based on this 
principle, namely, where all experimentally controllable parameters are the same as those 
of the scaled Fig. 3 distribution except that X,,,(O) = X,,(O) = 16.12 ppm. As depicted 
in Fig. 4 this results in an incubation time of t _ 0.3 min and an O,-distribution for which 
most of the ultimate ozone is formed within the first l/2 min, as required for the wind- 
tunnel simulations of turbulent, photochemically reacting surface layers. 

The foregoing considerations indicate the feasibility of scale modelling the cozl~le~ Ruid 
dynamic and photochemica1 effects active in photochemical smog formatio1~ by exploiting, 
in combinations certain wind tunnel and smog chamber techniques already used to study 
these effects separately. Operationafly, the success of such a facility depends on achieving 
the conditions needed for both fluid dynamic and photochem~ca~ similitude in turbulent 
shear layers generated over a u.v.-irradiated test section. Accordingly, it seems appropriate 
here to discuss some practical questions arising in the design of this type of laboratory 
experiment. 

It is envisioned that laboratory feasibility would be demonstrated initially most econo- 
mically in a facility adapted from a pre-existing “air pollution” wind tunnel by adding 
banks of high-intensity mercury vapor lamps separated from the main flow by a u.v.-trans- 
parent sheet as illustrated in Fig. 1. For a t0 m fong test section, we estimate that at least 
one hundred (possibly more, depending on test section width) 1000 W high-intensity mer- 
cury lamps will be needed to get radiation levels up to the point where ozone is formed 



in the test section. Most of this 100 kW of cnerp! will bc diaaip;ltcd IIS 11at .tt the lamps 

themselves so that some cooling either from hyp;lsbing the main tlo\i 01 from qiiratc 

blowers will probably hc needed. On the other hand. ;I stcati! state xhould be attained 
within a few minutes after the lamps come up to I’d1 intcnsit! 50 the tcltal cnerg) c~pcndcd 
on any given expcrimcnt will not he cxccssivc. (Actuall!,. in the I~iic,tclchi’inic~lI scaling dih- 

cussed previously the product of radiation intcnsit! and reaction tlmc ~~~~~I~~uu~.~ u ith in- 
creasing light intensit! .) 

Initial concentrations of the primary reactants rcqu~r~4 to l’orm tc>t scctlon O/OIIC could 
bc readily attained bg crcatinp an NO NO2 H<’ prcmixturc. Iron1 twttlcd gasc‘\ in ,i 

plenum chamber and ilijecting this into the slot at appropriate 11w -I-;IIC‘\ (‘c)nccntr;ttion 
levels needed for these cxperimcnts arc sc\cral orders of magnitude aho\c urban atmos- 
phcrc levels (Larson. I97 I ) and about one order ot’ magnitude ;II-JOLC mog chamhcr Icicle. 

Because of the possihilith of scaling the conccntrati~>n licld\. Illi\ ncd n,)t dctrnct fl-otn 

the realism or applicability of these experiments and ib a~tuall! ;III adL;lntagc t’or <c\c‘r;ll 

reasons. For example. the high reactant and product conccntration~ mean that impuritica 
and trace gases in the background air (csscntiaII> urban in cjpcn-circuit tunnels) and \~a11 

efkccts on the chciiiistr> arc relatively less important than in hiiiog ~~llanllk7.5. :2lso. Ihc scii- 

siti\ itv of concentration-measuring instrutncnts is gencrall\ inu~~h grc:ilt!r at higher coti- 

ccntrations and some constituents cannot be dctcctcd kit 311 hcl<~\\ certain instrunicntal 
thresholds. 

With regard to the instrumentntion. it is desirable that tllrhiltclrt-rnc;ln ionccntratlons 01 

at least NO. NO,, HC’. 0, and PAN bc tnapped as ;I function of position in the stead! state: 
if possible the fluctuating components should he measured 215 well to assess the importance 
ofcorrclation terms of the form .YiX;which strictly spcakinp uppcar in the turbulent-incal 
chemical source term (HofFcrt. 1972). A number of L\ell-de\clopcd tcchniqlws are awilablc 
for monitoring concentrations based on analysis of samples rcmc)Lccl from the tlw 
(Butcher and Charlson. 1972). This type of expcrimcnt also Icnds itself to various types 

of remote sensing instrumentation including luscr transmissomctcl’s. Iascr Raman scattcr-. 
ing devices and correlation spectromctcrs. Indeed. the proposed liicilitl could serve ;ts ;I 

nearly ideal test bed for thcsc instruments over ;I controlled. turbulent. chcmicallh reacting 
environment because the high concentrations should provide appreciable column thick- 
ncsscs. I = {’ , .Y, cl.\. where 5 is the path length of the light iwarn. dcspitc ph>sic;Il dimen- 

sions which arc smaller than those in the field. To charactcri/c. the momentum and cncrg! 
distributions in the shear layer it will he ncccssar~ also to monitor the wlocitq and ten- 
pcrature tields. including if possible the fuctuating cotnponcnth. using the standard hot- 
\vire anemomctcr. pressure-trakersc and therniocouptc instrlimeIitntioll of the lou-speed 
aerodynamicist. 

Although wc have not speciiically discussed the formation 01‘ acroaol particles In >rnog 
or the cffccts of CO and SO, on smog formation and \icc \a~~. these phcnomcna too 

appear amenable to stud\ in the proposed facilit\ lxcausc their characteristic reaction 
timcs arc controlled 1~1 oxidant (or wont) formation times. 

To summarize, it appears from our prcliminar! stud) that ;L h! brrd IX Ind-tunnel smog- 
chamber filcility of the type described here is fcasiblc and co~~ld pro\ ide data of ;I unique 

type on fundamental interactions hetwccn turbulent atmospheric surtilcc 1:lycrs and the 

smog chemistry within them. This data. in turn, zhc)~~ld facilitate the rc’solution 01‘ L~LIC+ 

tions rctating to mathcmaticnl models for the dispersal of chcmicall> reacting air po11u- 

tants. permit ;I cheek of these models under controlled conditions. scrvc as ;I s;imulatiC~n 
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of the urban polluted atmosphere itself and, hopefully, shed new light on this murky sub- 
ject. 
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